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A B S T R A C T
E-mail tracking provides companies with fine-grained behavioral data about e-mail recipients, which can be a threat for individual privacy and enterprise security. This problem is especially severe since e-mail tracking techniques often gather data without the informed consent of the recipients. So far e-mail recipients lack a reliable protection mechanism.

This article presents a novel protection framework against e-mail tracking that closes an important gap in the field of enterprise security and privacy-enhancing technologies. We conceptualize, implement and evaluate an anti-tracking mail server that is capable of identifying tracking images in e-mails via machine learning with very high accuracy, and can selectively replace them with arbitrary images containing warning messages for the recipient. Our mail protection framework implements a selective prevention strategy as enterprise-grade software using the design science research paradigm. It is flexibly extensible, highly scalable, and ready to be applied under actual production conditions. Experimental evaluations show that these goals are achieved through solid software design, adoption of recent technologies and the creation of novel flexible software components.

© 2020 Published by Elsevier Ltd.

1. Introduction
E-mail tracking is used to collect data on e-mail recipients in a similar way that web tracking is used to collect data on website visitors. Web and e-mail tracking are popular marketing tools due to the increasing importance of accurate customer data for business success [1,2]. Analysis of customer data is used to personalize offerings and marketing layouts for an optimized market position as well as an advantage in product pricing [3]. Modern e-mail tracking methods allow the sender to determine how often an e-mail was opened, the device used to read the e-mail, which links were clicked, and the location and time when the recipient opened an e-mail [4,5]. In this context, the technology to measure user behavior is a competitive advantage in online marketing. Tracking data are so valuable that companies specialize in their gathering and use selling of aggregated data as a business model [6] or offering e-mail tracking as a service.

Despite its use in marketing applications, e-mail tracking is a serious privacy and security threat for end-users and organizations. In contrast to cookie-based web tracking, e-mail tracking is often used by first- and third parties to collect data without permission or knowledge of the e-mail recipient, while the e-mail address of the recipient serves as a personal identifier. Beyond its legal usage, hackers and criminal spammers use e-mail tracking to determine if an e-mail account is active and whether the owner opens attachments, which paves the way for system intrusions [7]. Moreover, spam as modern crime poses several challenges in detection and prevention [8]. Despite the known risk and higher public scrutiny of the collection of user data, recent regulation initiatives such as for web tracking elements do not exist for e-mail tracking approaches [9]. In addition, the technical process of e-mail tracking, which does not require cookies, makes it difficult to block without affecting the user experience and there exist no popular applications similar to ad blockers that disable e-mail tracking on the technical level.

Prior research on e-mail tracking examined the principles [4,5] as well as the usage across regions (Bender, Fabian, Haupt, & Lessmann; [10]) and the actual employment of data gathered through e-mail tracking [11]. In Haupt et al. [12], we examined the potential of machine-learning to identify tracking elements in e-mail communication. These earlier results indicate that accurate detection is possible, which may be seen as a first step towards tracking prevention and privacy protection. Achieving the latter in an enterprise context, however, requires a more holistic approach that considers real-world requirements related
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to the efficiency and scalability of a detection engine and empirical insights how such a detection system behaves under realistic deployment conditions.

In this paper, an extension and culmination of our previous research, we close this gap in the field of privacy-enhancing technologies by conceptualizing and implementing a novel protection framework against e-mail tracking in an enterprise context. We provide an answer to the question how a reliable and efficient anti-tracking mechanism can be realized for enterprise-level environments. We realize a professional anti-tracking mail server that is capable of identifying tracking images in e-mails via machine learning and selectively replace them to mitigate tracking. Our mail protection framework is developed as enterprise-grade software, which is flexibly extensible, highly scalable, and ready to be applied in actual production conditions. Experimental evaluation shows that this is achieved through corresponding choices regarding technologies and the creation of a solid software design. To enable practical adoption and also facilitate future research, we provide our software as open source on GitHub [13].

Our study follows the paradigm of design science research [14]. The structure of this article is aligned with the major steps of this research method, starting with the problem identification and motivation in this introductory section. In the next section, the required research background is presented in order to prepare the objectives and requirements in the third section. Then, the design and development process of our software artifact is elaborated, followed by a demonstration and thorough experimental evaluation. Finally, major contributions, limitations and future work are discussed.

2. Background and related work

To provide an overview of e-mail tracking methodology and how it affects user privacy, we first discuss the e-mail tracking process and detail how and what kind of information can be captured about mail recipients. This analysis was initially published in Bender et al. [15] and provides a foundation for designing effective countermeasures in the current article.

The tracking process (Fig. 1) starts with the preparation and sending of an HTML-based e-mail, which includes a tracking-image reference. This mail passes several mail transfer agents (MTAs) until it reaches the receiver’s MTA. When the recipient opens the e-mail with a tracking image, the mail client requests the image from the referenced web server, which logs this request and provides the image to the client. Log analysis at the web server allows information to be deducted on the recipient’s e-mail reading behavior.

In order to assess the extent of primary (i.e., direct) information available to a tracker, we constructed a prototypical tracking environment, which includes an Apache webserver to log data relevant to e-mail tracking. The entries in the server log file provide seven major pieces of information: (1) the Internet Protocol (IP) address of the host that requests the image file, (2) the date and time of the file request, (3) the request itself, which includes the URL and GET variables, (4) the status code of the request, (5) the amount of bytes that have been sent in response, (6) the referrer URL from the client, and (7) a string characterizing the user agent. Furthermore, when a file is requested multiple times (i.e., it generates multiple entries), it allows information to be derived with respect to a user’s reading behavior. In our test environment, a new log entry was created every time an e-mail was opened.

With respect to secondary (i.e., indirect) information, the first possibility is to induce the fact that the user read or at least opened the e-mail. The existence of multiple log entries indicates that the e-mail has been opened multiple times. The combination of multiple entries for one mail, as well as multiple entries from one user for different mails, provides insight into the recipient’s e-mail reading behavior, also across devices.

The usage of IP geolocation gives indications on possible user locations also allows the detection of forwarded mails. Special log entries allow one to determine whether an e-mail has been printed [16]. It is also possible to gather information about the user environment by analyzing the user agent string, which is part of a log entry [17]. Based on a reverse lookup of an IP address, a log entry may also help determine a user’s affiliation to a company or institution.

We now discuss related scientific work. Publications on the general issue of web tracking are numerous, ranging from its usage [2,18–22] to its detection [23–26] and prevention [24,27–29]. Some publications on web tracking hint at the opportunity of applying tracking mechanics also to HTML-based e-mail [6,25,27,30,31]. However, none of these studies explore this possibility in depth.

E-mail tracking itself is mainly investigated and utilized in the context of at least four research fields: marketing, malicious e-mails, spam, and privacy. The first research stream explores the effects of e-mail marketing on the recipients and its optimization [32–35], while utilizing data gathered through e-mail tracking. Publications from Bonfrer and Drèze [36] as well as from Housoueh and Alqeed [37] investigate the tracking technology and process from a marketing viewpoint and emphasize the importance of tracking newsletters and other e-mail marketing communication. The Direct Marketing Association (DMA) annually releases research reports about e-mail tracking and its impact on online marketing [3].

The second research avenue is the field of malicious e-mail content or attachments, where e-mail tracking is used to analyze the mechanics and velocity of spreading viruses or malicious programs [38,39]. Third, the issue of spam is necessarily an important issue in e-mail research, but also e-mail tracking has connections to it. Mechanisms of e-mail tracking are used to identify the origin of spam mail in order to add the sender to blacklists [40–42]. The fourth field this article draws upon is privacy. Protecting privacy against tracking that aims to expose the end-user’s personal information to marketers is the main focus of this research direction. Various environments are investigated, such as the company level, the browser, and e-commerce [4,5,43–45]. While prior studies considered only the technical feasibility of e-mail tracking, Bender et al. [11] also showed the actual use of customer-behavior data derived from such tracking.

Although the issue of e-mail tracking is analyzed in literature, no effort has been devoted to the creation of a software solution for end-users, nor are prevention methods explored in depth, with the exception of Bonfrer and Drèze [36] and Englehardt et al. [4]. The former focused on investigating the current status of e-mail tracking and the design space for effective countermeasures and also provided initial drafts and evaluation of a machine-learning based detection model. Englehardt et al. [4] empirically surveyed the current landscape of mail tracking with a particular emphasis on third-party trackers. Furthermore, they assessed the incompleteness of existing defense solutions, and briefly outlined a novel anti-tracking strategy based on filter lists. Additionally, Haupt et al. [12] benchmarked various machine-learning approaches and thereby guided the design of effective and reliable detection mechanisms.

These results provide the motivation for the countermeasures and detection model utilized by this study’s software artifact. Sharing the goal of preserving e-mail end-users privacy, this article aims to develop a comprehensive and enterprise-grade countermeasure solution.
3. Solution objectives

The objective of the study is to integrate prior research on the characteristics of e-mail tracking elements and their automated detection and develop a reliable and efficient enterprise-level environment to block e-mail tracking with minimal impact on user experience. Visualizing the functionality of the envisioned system, Fig. 2 shows the (unprotected) as-is and future process scenarios for tracking prevention, including the major functional components (detection and replacement). The corresponding system requirements can be found in Table 1 and are discussed in the following.

Our previous work identified different anti-tracking strategies. These can be categorized in preventive and deceptive approaches. Preventive approaches aim to hide or modify the information, so that obtained information is selected, modified, or deliberately corrupted information. In contrast, selective countermeasures are based on identifying and blocking tracking elements within an e-mail (Fig. 3). The idea is to categorize the referenced images into content-providing and tracking images. Assuming that images of the former category do not provide tracking functionality, they remain untouched, whereas tracking images are removed from the e-mail. The strength of the selective concept is the combination of systematic prevention of tracking images while preserving the full user-experience. The possible pitfall is the risk of misidentification. The solution will work only well with accurate algorithms for tracking-image identification.

Based on the discussion in [15], we concentrate on a selective identify-and-block strategy since these are assumed to provide the best balance between preventing user tracking and sustaining user experience. Accordingly, we concentrate on this approach for the proposed solution. Therefore, the first requirement for the solution is to realize the concept of selective blocking (requirement 1).

Following the selective blocking concept, a detection engine for tracking elements is required to achieve accurate detection that identifies tracking images in HTML-based mails which are then exchanged for an arbitrary non-tracking image [15]. Previous studies identified relevant features and compared classification methods for tracking image detection [12]. In short, the solution is required to feature an accurate detection engine (requirement 2) as this determines the usefulness as well as the effectiveness of the solution.
Moreover, the universality (requirement 3) over different senders and time is important to provide reliable protection also even against evolving tracking mechanisms [12, 15]. This involves the implementation of a detection engine, which after a training period can automatically classify previously unknown images into tracking and non-tracking categories.

Concerning modularity (requirement 4), all system components should be flexible exchangeable, including the detection engine so that the system is able to use different or additional evasion algorithms or frameworks in the future. System modularity allows easy maintainability and extensibility. For example, enabling developers to plug-in new machine learning models and algorithms into the framework.

Moreover, the system needs to provide scalability (requirement 5). It is only suitable for enterprise use if appropriate performance is demonstrated and the solution is easily scalable towards high traffic. Large companies or e-mail providers deal with thousands of mails in a short timeframe. This demands an elastic solution, supporting small-scale use cases while being able to scale up to an enterprise level.

Finally, the solution should provide heterogeneous endpoint coverage. Given that user receive e-mail via different devices, the solution needs to provide flexible coverage (requirement 6). Previous client-side approaches showed a poor performance on this aspect [15]. In this regard, the solution should be deployable at single endpoints or at more central stages such as a gateway, a mail server, or even in the cloud.

For flexible deployment options, we decided that the implementation of the framework should not require more than 500 megabyte (MB) storage space and less than 250 megabyte of memory (both without the detection engine) since these resources can be assumed to be available in most enterprise infrastructures or cloud services, where such small configurations are usually offered for free. Further, a reasonable buffer should be planned for both metrics, in order to be prepared for extensions and peak traffic situations.

E-mail services usually do not work in real-time, therefore high performance is not extremely crucial in our application compared to other services. On the other hand, long delays could lead to limited scalability. The additional processing of e-mails by the tracking prevention system will inevitably cause some delay in e-mail delivery. We suggest a minimum threshold of five minutes for practicability reasons. The system should keep the average delay in the range of seconds, but under no circumstances exceed the five-minute threshold. Regarding scalability, the framework should be able to cope with at least 20 concurrent connections. Achieving such a degree of scalability qualifies the framework for enterprise applications, while the explicitly low resource requirements allow the system to be run and scaled up on free popular Platform-as-a-Service providers.

4. Design & development

Designing a protection solution as shown in the lower panel of Fig. 2 requires several steps. First, the tracking prevention approach needs to be defined. Second, high-level realization decisions need to be taken. Third, necessary decisions regarding architecture and implementation need to be taken.

4.1. Prevention concept

We base on Bender et al. [15] and consider the concept of selective blocking to be most suitable for combining systematic tracking prevention with good user experience (see requirement 1). The selective blocking approach follows the identity and block idea. All referenced external images in a mail need to be classified as either being tracking or non-tracking images. While non-tracking images remain, tracking images are either deleted or replaced to preserve the e-mail format.

4.2. High-level design

To provide the functionality of the selective blocking approach, the combination of tracking detection and e-mail modification is required. Providing this functionality can be realized on the client-side as well as on a server. While server- and client-based approaches share characteristics, many differences exist that are to be considered when designing a tracking prevention software solution. Table 2 gives an overview of criteria that distinguish the two paradigms to decide for the more suitable one with regard to our solution objectives.

The server-based solution is installed on the mail server and therefore tightly integrated with the central point of mail reception. Concerning the first requirement, neither client-side solutions nor server-based approaches provide sufficient protection. While server-based solutions do not yet exist, different studies revealed client-side solution to not provide sufficient protection [4, 15]. Concerning the detection engine (requirement 2,3,4) related requirements can be realized in both approaches. Considering the quality of protection, the server-based approach can profit from receiving similar mails. Tracking mechanisms can be identified by analyzing differences between similar mails as tracking approaches require uniqueness identification of e-mail recipients [5]. Therefore, slight advantages exist for the server-based solution. Concerning the necessary performance and scalability (requirement 5), central server resources are assumed to be more powerful than local client-side devices. However, modern devices are assumed to provide necessary resources. Since the relevant functionality in bundled on the server-side, the solution is client independent. Modifications and specialized functionality are not required on the front-end (client) side. On the contrary, the client-side solution requires each device and mail client to realize the detection and modification procedures (requirement 6). If at least one mail client does not realize this, protection is insufficient. Considering the many different mail clients, platforms, and devices, the client-based approach requires extensive development and setup efforts compared to the server-based solution.

Summing up, the server-based approach fulfills the requirements and demands to a greater extent, especially in the professional context, as enterprise-infrastructure involves centrally managed mail infrastructures. We therefore focus on a server-based solution in the realization.

4.3. Software specification

For ensuring the high-quality demands of such complex software, a well-founded engineering process was applied to operationalize the design and development phase of the design science research process. A model that matched the nature of the task is the Rapid Application Development Model by Martin [46]. Its development lifecycle is designed to enable faster development and higher quality results than traditional process models [47].

General architecture

In correspondence with recent trends and the requirement for scalability in enterprise software development, we design our framework as a flexible micro-service architecture [48]. The process and data flow are shown in Fig. 4. A detailed description is provided in the subsequent sections.

A system consisting of separate services brings about additional challenges for communication and security. Use of the Docker platform [49] and its container-based system support the objectives of universality, user-friendliness, flexibility, and plugin architecture on a system level. Docker also provides a local network that can be used for communication between running containers (Fig. 5).
Table 1
System requirements.

<table>
<thead>
<tr>
<th>ID</th>
<th>Requirement</th>
<th>Rationale</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Selective blocking</td>
<td>Selective blocking of tracking images is identified as the most suitable approach that also preserves usability [15]</td>
<td>Concept</td>
</tr>
<tr>
<td>2</td>
<td>Accuracy</td>
<td>The accuracy of the detection engine determines the effectiveness of the entire system [15]. Depending on misclassification, different effects may occur (false positives/false negatives) [12].</td>
<td>Algorithm</td>
</tr>
<tr>
<td>3</td>
<td>Universality</td>
<td>The detection performance needs to be stable over different mail senders and also over time; the system needs to recognize new forms of tracking [12].</td>
<td>Algorithm</td>
</tr>
<tr>
<td>4</td>
<td>Modularity</td>
<td>System components should be modular, in particular easily adaptable to newer versions [12,15] or alternative algorithms.</td>
<td>Architecture</td>
</tr>
<tr>
<td>5</td>
<td>Scalability</td>
<td>Scalable performance of the entire system is required in order to be employed practically [15]</td>
<td>Architecture</td>
</tr>
<tr>
<td>6</td>
<td>Coverage of heterogeneous endpoints</td>
<td>The system needs to cover heterogeneous endpoints and e-mail clients in use [4].</td>
<td>Architecture</td>
</tr>
</tbody>
</table>

Table 2
Comparison of client- and server-side approaches.

<table>
<thead>
<tr>
<th>Evaluation criteria</th>
<th>Requirement</th>
<th>Server-side solution</th>
<th>Client-side solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sufficient solution available?</td>
<td>1</td>
<td>No (not available at all)</td>
<td>Not sufficient [4,15]</td>
</tr>
<tr>
<td>Detection engine</td>
<td>2,3,4</td>
<td>Similar quality in both approaches possible, modularization in both approaches possible; central solution allows for improved detection through similar mails in multiple inboxes.</td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>5</td>
<td>Central, powerful server resources available; however, due to heavy traffic scalability is important.</td>
<td>Local, sometimes mobile use-cases require energy-efficient solutions; modern technology platform should provide necessary resources.</td>
</tr>
<tr>
<td>Completeness of protection</td>
<td>6</td>
<td>Yes, e-mail server is central incoming point for messages.</td>
<td>Only if supported and active on all clients prior to receiving and opening mails.</td>
</tr>
<tr>
<td>Necessary setup</td>
<td></td>
<td>Once, no user-configuration effort</td>
<td>For each single endpoint, i.e., mail client.</td>
</tr>
<tr>
<td>Multi-platform support</td>
<td></td>
<td>Not required</td>
<td>Required</td>
</tr>
</tbody>
</table>

An advantage of this software design is that the services are only loosely coupled through a communication protocol and can be easily replaced. Further advantages of the decomposition of an application into services are high system modularity, treatment of services as black-boxes, which makes the application easier to understand, and allows parallelized development, which is of special importance for large applications with multiple teams.

4.4. Technological building blocks

Node.js is a cross-platform JavaScript (JS) runtime-environment that can execute JavaScript code on the server. It was chosen for this project due to multiple reasons. First, it comes along with an active and big ecosystem that provides a lot of libraries and frameworks for uncommon issues. Second, it prevents a possible bottleneck (connecting to the detection engine) through its asynchronous I/O ability. Third, it is lightweight...
Linux instance. This avoids the overhead of starting and managing containers. Docker utilizes resource isolation features of the Linux system such as setup automation and a separate local network for the host OS and the containers, which enables certain functionalities other than resource usage. Docker provides a lightweight layer of abstraction between the system (OS) for cloud applications, which are running in containers with the detection engines. The desired features allow for scalability, performance, and low resource usage, since JavaScript and Node.js are widely known technologies with a large developer pool. Based on the project’s objectives and requirements, one can see that especially the technical requirements like scalability, performance, and low resource usage could be met by utilizing Node.js. Version 8.6.0 was used for development, but compatibility with updates for the long-term supported version 8 is ensured.

Haraka is an open source Simple Mail Transfer Protocol (SMTP) Server written in JavaScript using the Node.js platform. It is built as plugin architecture around a very lightweight SMTP core, which provides software engineers to hook into the mail processing. This flexible architecture paired with the event-driven access on the SMTP processing, grants developers all options to shape the server’s behavior for their needs. Haraka is selected for this software framework due to ideally matching the requirements. It has high performance, allows customized behavior, has a plugin architecture from the base on, supports hook-ins into the SMTP processing, developer friendly, comes along with security features, and foremost is it not bound to any particular e-mail service provider.

R is a widely established open source framework for statistical calculations and machine learning. Together with Python, R can be seen as a standard platform for contemporary data science. While some studies criticize R for bad memory management [50], a completely rewritten version of the R core was recently provided by Microsoft (Microsoft R Open) aiming to address such concerns. Therefore, we acknowledge that several interesting alternatives for implementing the machine-learning-based detection engine exist and continue to emerge in the form of new programming languages for data science applications or user-friendly graphical machine-learning platforms which automatically generate deployment code. With these future considerations in mind, we realize the detection engine as a plugin, which communicates with the e-mail server via HTTP using the package jugs. The plugin design makes it easy to replace the detection engine, which we currently implement in R, with some alternative technology upon need.

Docker is open source software that virtualizes an operating system (OS) for cloud applications, which are running in containers and are therefore isolated from the actual OS and from each other. It provides a lightweight layer of abstraction between the host OS and the containers, which enables certain functionalities such as setup automation and a separate local network for the containers. Docker utilizes resource isolation features of the Linux kernel to allow independent containers to be executed in a single Linux instance. This avoids the overhead of starting and maintaining a virtual machine [51]. Docker-compose is a feature of the Docker platform that allows defining and running multi-container applications. It performs the configuration, creation, and startup process for all of the application’s containers with a single command. The convenience of Docker leads to a high adoption in the software industry [51,52].

Docker was chosen for the framework due to the alignment of its features with the objectives and requirements. Especially its plugin-oriented architecture, flexibility, universality, user-friendliness, maintainability, extensibility, scalability, and security demands made Docker the platform of choice. The desired plugin architecture is supported through the container system as well as extensibility and scalability, flexibility and universality are given because Docker runs on every Linux-based OS and Windows. Security is enhanced since Docker-compose provides an internal network for containers to communicate. Only the container running the e-mail server is exposed to the Internet, while the containers with the detection engines are not. Therefore, researchers and developers do not have to consider security when creating new detection engines. With one command setup and start the whole application ecosystem and providing scaling out of the box, boosts user experience and adoption potential of the framework.

4.5. Data flow

Fig. 1 shows the top-level data flow in the framework. It starts with the sender sending an e-mail, which is routed via an e-mail server that implements our software. The Haraka SMTP server registers the incoming mail and executes authentication checks; if they pass, it starts receiving the e-mail. After all data is received, an event is emitted and the customized tracking prevention plugin “hooks” into the processing of the e-mail. As a first step, the body and the headers of the e-mail are parsed and handed over to the e-mail extractor function. This obtains the images with all their attributes from the large HTML-string, and prepares the headers to be passed along with the images to the detection engine.

Then, the mail extractor derives additional data and returns an array consisting of all images of the e-mail. The returned array is handed over to the communication module that sends the image objects to the detection engine. The mail server is not blocked while the detection engine processes the images. Consequently, the plugin can process the next e-mail until the response from the detection engine arrives.

When the answer containing all tracking images arrives, their source needs to be replaced in the e-mail body. Since the body of the e-mail is a large HTML-string, regular expressions (regex) can be applied. If a matching string is found, it is replaced by a new image source. Finally, the e-mail body is replaced with the tracking-free version and the e-mail is forwarded to its recipient.

Executing all of these steps without intermediary checks could be wasting computing power and makes the system more error prone. For example, if an e-mail does not contain any images, it should not run through the whole process, but rather be directly passed to the mail forwarding function. The same holds if the detection engine did not find any tracking images. Fig. 6 displays the corresponding control flow of our software as UML activity diagram.

Analyzing a software system based on time, communication and execution provides an important perspective for a deeper understanding. In Fig. 7, the sequential execution and communication of the framework is shown using UML. Stick arrowheads represent asynchronous messages, and the triangle head stand for synchronous messages.

In the diagram, the process of the framework is started when an e-mail arrives. As a first step, the mail extractor module is
called with the e-mail body and headers as arguments. After the function returns, it is checked whether the e-mail contained images, which are then passed via the communication module to the detection engine. When the response from the detection engine arrives, it is checked if tracking images were detected. If so, the tracking images’ sources are replaced with the link to a warning image. After completing the replacement, the e-mail is forwarded to the actual recipient’s inbox.

4.6. Detection engine

We build the detection engine on a machine learning classifier that identifies individual tracking images based on input features extracted from the email code [12]. The features are calculated from the HTML code, since loading the images is prohibited by the application, and fall into two groups. First, we capture the formatting of the image reference URL, since tracking image references typically show patterns of being generated and managed automatically. Indicators of these patterns are, for example, the file format or calculating statistics on the length, number of folders and changes between letters and numbers. Second, we relate each image to the other images within the same email, since separation of tracking and content management infrastructure manifests itself in distinct patterns within the URL. Tracking image links are accordingly served from different domains or have different folder structures or file formats than, for example, advertising content within the same email. All features are selected to be resilient against active manipulation by the tracker, which disqualifies absolute image size and keyword matching used in previous studies.

The detection engine is set up as a combination of the feature extraction module and any state-of-the-art classifier module to allow convenient updating of features and the classifier over time. For this study, we evaluated a logistic regression and a random forest model [53] on classification accuracy and execution time to identify the binary classifier that is best suited to classify images as “tracking” or “non-tracking” based on the proposed features. The available data consists of newsletter emails collected from 300 companies in a 20-month period from 2015 to 2017 in a controlled experiment and contains 794,519 external images within 23,602 unique emails. We tune the detection models using fivefold cross validation on a training set of emails from a 5-month period in 2015. To ensure robust performance of the classifiers out of sample, we evaluate the classifiers on 30 randomly selected companies, whose emails were excluded from the training data. To further ensure robust performance over time, we include only emails received after the training data in a 15-month period from Nov 2015 to Jan 2017. We repeat the sampling and model training process ten times and report the average results over all company samples.

The proposed selective prevention system is intended to block only specific tracking images rather than all images in an email in order to inhibit the user experience as little as possible, while ensuring a maximum level of user privacy. However, the implicit
cost of failing to block a tracking image and allowing a breach in user privacy is higher than falsely blocking content images and impeding readability. We tune the probability threshold (for each classifier individually) on the training data set to account for the cost imbalance and assess the performance of the classifier in terms of the sensitivity and specificity, i.e., the percentage of tracking and non-tracking images that are correctly classified, respectively. For the empirical evaluation, we identify the probability threshold to be the value that maximizes the specificity of a classifier at a fixed sensitivity of at least 99.99% on the training data, based on the belief that many users have a strong preference for privacy. Future implementations could consider the sensitivity/specificity tradeoff as a user choice and set the threshold accordingly. Having fixed the sensitivity of each classifier on the training data, we compare detection engines w.r.t. the mean sensitivity and specificity over the ten test sets described above and report the area-under-the-ROC-curve (AUC) for completeness (Table 3).

We observe that both statistical learning models outperform a blacklist approach based on known tracking providers and conclude that logistic regression and random forest are effective at detecting tracking images in a real-world setting. Regarding user experience, the logistic regression correctly classifies 76% of non-tracking images, while the random forest classifier correctly identifies over 99% of non-tracking images and thus leaving the email content completely intact for most emails. We adopt the random forest in our current implementation of the detection engine and stress its comparability to other state-of-the-art machine learning classifiers in terms of model complexity and prediction delay.

### 4.7. Scalability

Using Node.js as the underlying technology of the e-mail server provides good scalability. However, Node.js is a single threaded technology, which imposes certain restrictions. The Node.js community found a remedy in building a native cluster solution, where an orchestrating master process is spawned with the potential of starting as many workers as the system has central processing units (CPU). Haraka inherits this cluster technology.

The detection engine is a service that should be scaled when experiencing heavy load. To ensure proper usage of resources, a load balancer is placed before the detection engine containers. The load balancer distributes incoming messages from the e-mail server according to the free capacity of the detection engines. This mechanism keeps response rates of the complete system to a minimum and allows it to even handle huge amounts of traffic. If required, also the e-mail server can be multiplied. Recommended is to also place a load balancer in front of the e-mail server containers when scaling. Another feature of the system is that any scaling can be executed on startup, or even when the system is running, with one simple command (docker-compose up –scale detectionengine=2). This command starts the system with two detection engine containers as shown in Fig. 2.

In summary, the system provides all required functionalities to serve on a large scale. Due to this fact, enterprise-grade usage and ease of use are supported.

### 5. Demonstration and evaluation

#### 5.1. End-user perspective

For demonstration, an excerpt of a real-world e-mail is shown in Fig. 8, an HTML newsletter from an online education platform. Its content contained tracking images that were filtered by our application.

One larger tracking image (a logo) as well as a tiny tracking pixel (at the lower left end of the e-mail) are detected. The red warning sign in Fig. 8 demonstrates how a tracking image is replaced from an end user’s perspective. It also illustrates that styling of mail content remains intact. Using this technique retains user experience in contrast to the intrusive approach of preventing all image downloads.

#### 5.2. Software complexity

An analysis of the software’s complexity clarifies how efficiently an algorithm or piece of code operates, which is important in practice when system operations are time or resource critical. Accordingly, the algorithm’s CPU (time) usage, memory usage, disk usage, and network usage should be taken into account. Disk and network complexities are negligible for the framework because network traffic is limited to sending from the mail server to the detection engine and back and no disk usage is implemented.

The e-mail server executes the image extraction, sending to the detection engine, and replacing of tracking images’ sources. Sending the images is constant in its time complexity and linear in space complexity because the memory required depends on the amount of images in the mail body, but it has no influence on the amount of messages to be send. The mail extractor is a more complex piece of software. It needs to iterate over the HTML string to extract the images and iterate over the image objects multiple times to destruct styling, calculate similarities etc. Clearly, a decision had to be made to either keep space complexity low at the expense of time complexity or vice versa.

Due to e-mail not being a time-critical service, the first option was selected so quadratic time complexity was introduced in order to achieve a logarithmic space complexity. An advantage is that the objective of running on low resources can be met even in high load situations. Delay would increase, but the memory used will stay more or less the same.

In pre-studies, we established that the detection engine is able to classify images with high speed, though there is room for performance improvements, as the experimental section will show. More time is needed for the training of the machine learning models. However, this can be conducted offline and new models can be rolled out to the detection engine in a production environment at regular intervals.

The last operation is the replacement of tracked links in the images’ sources. Through utilizing a regular expression, a linear time complexity with a constant space complexity is achieved. Linear time complexity results from iterating over the HTML-string just once and constant space because the pattern as well as the replacement is stored as string. Other options would have introduced a lot of complexity to the code and probably achieved a worse result.

Overall, the complexity assessment also shows that the application is more sensitive to a large number of images in the e-mail body than to heavy traffic. But if the system is under heavy load with mails containing loads of images, the system will just slow down due to time complexity issues but will not break because of exceeding memory space.
5.3. Performance experiments

Conducting performance experiments is an essential measure of the framework's suitability for production. For application in an enterprise environment, the responsible engineer needs to know how many instances and resources are needed to handle the traffic of the company.

The tests are operated using the Apache JMeter tool on an Apple MacBook Pro Mid 2017 with a 3.3 GHz Intel Core i5 (i5-7287U) and 16 GB 2133 MHz LPDDR3 RAM. Setup and running the software framework was conducted using Docker. Testing on a laptop and not a dedicated production machine serves as performance baseline. Focus is put on the analysis of multiple test settings to simulate real traffic and to inspect performance behavior for different variables. Scaling scenarios are realized through putting heavy load with a real traffic simulation on the system.

First, the response times of the system are analyzed for the combination of feature extraction plus a random forest classifier. Different e-mail contents are mixed to monitor behavior towards the number of images since the complexity analysis in the previous section indicated sensitivity towards this variable. Three tests were developed, real traffic simulation, meaning a mixture of one, twenty, and no images in the mail content. Secondly, one and no image mails mixed and finally, twenty and no images mixed. All tests were executed with a different amount of concurrent connections ranging from 2 to 40. Thereby, the test tool opens a new connection whenever another one has closed in order to keep a constant amount of connections open. For the first test plan, the framework was running on one container per service: one mail server and one detection engine.

The results show a nearly linear relationship between concurrent connections and average response time in all tests (Fig. 9). Comparing numbers, the average response time approximately doubles if the amount of concurrent connections doubles.

This result is very promising and indicates that the system has not reached its limits yet, since no exponential growth of response time was observable. Being able to handle 40 concurrent SMTP-connections with ten seconds delay on average already proves the framework to be suitable for midsize companies with this single instance setup.

Furthermore, it has to be mentioned that during all tests the system had an 1.5 to 2.0 e-mail throughput rate per second. Speed alone is not the only important indicator for the framework; also the error rate has to be considered. As previously noted, Node.js and Haraka become slower, but are not generating errors. This is supported through the tests by achieving a 0.00% error rate.

In the previous section, it was estimated that the number of images in the e-mail body impacts delivery delay due to a quadratic time complexity, which is confirmed by Fig. 9. It shows that the test with just one image has the lowest average response time, while the test with twenty images resulted in the highest. Real traffic simulation is situated in between, which meets the expectation since the test sent twenty, one, and no image-containing e-mails. Ultimately, it is clear that the framework’s performance is strongly influenced by the number of images in the e-mails it is processing.

Monitoring system resources is important to check if the low resource objective is fulfilled by the system. During test execution the system metrics were measured and resulted in the data shown in Figs. 10 and 11. Fig. 11 clearly reveals the CPU distribution between server and detection engine. Depending on the task, the usage share is flexibly distributed; when more cycles
are needed for the detection engine the mail server lowers its share. It is observable that the CPU is not fully claimed on three concurrent connections. An interesting difference exists between 20 concurrent connections with real traffic and 20 concurrent connections with a higher image load. Recalling the faster response times of the real traffic simulation from Fig. 9, this can be explained through allocation of more CPU resources to the mail server, whereas the detection engine required more CPU power on higher image load, leading to slower response times.

Fig. 11 supports this argument; the detection engine required more memory during high image loads and keeping the mail server’s memory stable at 76 MB. Accordingly, the imagesensitivity issue is backed through the system monitoring metrics. In addition to the image traffic tests, a standard load test was performed to measure the general behavior of the framework when handling e-mails without images. The measured system metrics support the complexity analysis. When exposing the framework to the enormous amount of 400 concurrent connections, it reacts by using a lot of CPU cycles, but stays low on memory resources. So, the framework behaves exactly how the complexity analysis predicted. In this heavy load test the software artifact achieved a 7.6 s average response time, 0.00% errors, and an impressive throughput of 45.24 e-mails per second. These numbers show the performance of the framework when not having to handle image detection. One has to remember that these numbers were achieved running just one e-mail server- and one detection engine container.

When switching from one instance per service to multiple service containers, at first the bottleneck service needs to be identified. Looking at the previous results, it is straightforward to conclude that the framework can be just as fast as the detection engine. So, there is one issue in service-oriented systems: the whole is just as fast as its slowest part. Having loosely coupled services allows simply multiplying service instances to achieve horizontal scaling. This mechanic mitigates problems of bottleneck services. As a consequence, the detection engine was scaled up to two and four instances, and the test load was further increased through more concurrent connections.

Analysis of Fig. 12 reveals that the framework’s response times are growing as a polynomial, but the effect is moderated for the scaled instances. Linear behavior as in Fig. 9 can be also observed here. Response times are linearly correlated with the number of detection engine instances and therefore increase with a smaller ratio. This behavior was expected.

What was unexpected, however, is the fact that the single detection engine system still manages to handle 480 concurrent connections with growing just to an average response time of one minute and forty seconds, which is yet an acceptable speed for asynchronous e-mail. Again, there were no errors returned for any request in the tests and even the result of the single instance framework was far away from typical sender SMTP timeouts that range between two to ten minutes (Braden [54], Section 5.3.2). Multiple detection engine instances provide no advantage for few concurrent connections, especially when put into context with the increased resource usage.

On the other hand, the horizontal scaling shows its true potential when having heavy concurrent traffic. For example, the system with four detection engines at 480 concurrent requests takes as long as the single system takes for 120 or the doubled system for 240. The slightly higher response time average of the scaled framework with four detection engine instances probably originates from the e-mail server stressing to handle 480 connections at a time. Delay caused by the load balancer is negligible and thus can be excluded as a cause.

From Fig. 13, it is directly recognizable that scaling increases the e-mail throughput. Again, a linear relationship between the results for each system is recognizable. However, the shapes of the lines reveal an increasing slope from 20 to 240 concurrent connections, but a decrease in growth rate from 240 onwards. Having eliminated the detection engine bottleneck through scaling, this implies that the e-mail server is approaching its limits and has already a restricting impact at 480 concurrent mails. Problems with reaching the e-mail server’s limits can be easily alleviated through placing another load balancer in front of it and multiplying mail server instances.

For an extreme use case, a company might handle 20 million e-mails a day, which are 230 mails per second [55]. A single Haraka instance can handle more than 45 mails per second without extraction; with extracting images, 19 mails per second were measured. To provide a buffer, we assume a throughput of 15
mials per second. Then it would require just 16 e-mail server containers to handle the full traffic of that company. Assuming further linear behavior, it requires 10 detection engine instances per Haraka instance. In total it would require 16 e-mail server instances with 160 detection engine instances to filter and route the complete e-mail traffic of the company at reasonable speed. Slightly over-scaling provides enough buffers for peak traffic, but still the service would just need more time but not throw errors when being overloaded. Having a 1:10 ratio of mail server to detection engines recommends future improvement of the detection engine’s performance. Also, the 16 Haraka instances might be scaled down through separating the mail extractor from the server to a dedicated service.

Regarding the replacement of links, the regular expression method is commonly seen as one of the fastest methods. However, it can be discussed if the replacing should be executed on the server or rather also be handled via its own micro-service. These two measures could cut the number of required mail server instances by half.

Evolving to a full micro-service system would be beneficial for scalability but would also add complexity on the service level. Then, HTTP may be replaced by using web sockets since communication frequency would increase and this switch of protocols could reduce overhead. This approximation shows that the framework is prepared for extremely large-scale enterprise usage, although the detection engine would require improvements to reduce the required number of instances.

Finally, it can be concluded that all defined objectives and technical requirements are fulfilled. Especially the limits of maximum five minutes e-mail delay, handling more than 20 concurrent connections with less than 250 MB memory usage, was exceedingly satisfied.

5.4. Static code quality

Code quality usually does not affect the execution of the program but does greatly affect its further development. Code quality analysis was executed through using the JetBrains Webstorm JavaScript IDE and the ESLint plugin. Results of the static code analysis indicate a high code quality level and application of conventions and best practices as well as utilization of a proper code style. This high standard is also expected by the open source community in order to attract contributors for further development.

5.5. Evaluation against objectives

As part of the Design Science Research Method, this section evaluated the solution against the defined objectives. This section integrates the different aspects in an overall assessment. Table 4 lists the requirements as well as their evaluation in the software prototype. Concerning the first requirement, the design solution fulfills the approach of selective blocking by implementing an identify and block strategy for tracking images. Concerning the detection algorithm (requirements 2 and 3), the software solution relies on previously developed and tested algorithms for detection [12]. However, given the modular architecture of the solution, the detection engine can be easily updated or exchanged, which fulfills the fourth requirement. Concerning the performance and scalability of the solution (requirement 5), different tests were reported before that reveal the solution to fulfill typical enterprise-related performance requirements. Finally, the solution is realized using a central approach at the incoming mail server (central solution) which makes the detection and prevention independent from the individual endpoint to cover all potential mail access clients (requirement 6).

In summary, the solution fulfills all the requirements set to an appropriate extent. The software is suitable to protect e-mail recipients against current image tracking approaches in an enterprise context.

6. Discussion

Previous empirical findings, for example that around 92% of all e-mail openings of commercial newsletters might be unprotected against tracking [15], indicate the scope of the privacy problem and motivate our research. Concerning the differentiation to other existing protection services against e-mail tracking, there are a few other services that broadly address the same issue, but always with problems: either dependency on a specific browser or a very complicated procedure to setup the service. Summarizing, earlier privacy solutions either lack user friendliness, precision or independency.

In general, it should be questioned why the user should be responsible for making his own e-mail inbox tracking free, and why the service provider is not offering better privacy protection. Furthermore, companies might want to protect their employees’ work e-mail addresses from tracking. A simple browser or inbox plugin could also be attractive to end-users, but it would always come along with a dependency on a third-party application. Our goal was to remain independent and let many users benefit if a mail service implements our framework.

The motivation of this study was to create an enterprise-grade framework that fills the identified gap in the field of privacy-enhancing technologies. Recalling the evaluation section, it can be clearly said that the framework fulfills these criteria. The framework is ready and suitable to be applied in actual production conditions. Metrics from the evaluation sections show that this is achieved through right choices regarding technologies and a solid software design. The ability to handle more than 400 concurrent connections with reasonable response times on low resources and with a 0% error rate proves the framework’s quality.

However, meeting an end-user demand is not the only purpose of this software. It was also built to provide a basis for further research in the field of e-mail tracking. The platform aims to be used by researchers to test new detection engines, gather data about the problem itself, and to serve as a real-world test environment. Additionally, the selective filtering approach was demonstrated as valid through implementation in a real application. This framework augments the research field by a practical and extensible system to support investigations of any direction.

Concerning limitations, there are aspects that would also have supported the decision in favor of monolithic application architecture. However, monolithic designs are known for their struggles with scaling. Although the architecture would provide an environment for easier logging and features such as shared memory, these advantages do not outweigh the benefits of a microservice architecture. As tracking being a rapid evolving domain, the flexibility of micro-services allows exchanging parts without the need to redesign the whole solution, which fosters further development.

A similar, but contrary argument could go even further in the direction of micro-services. A further decoupling of the mail extraction and the replacing would free resources on the mail server. On the other hand, this would lead to higher communication traffic in the local network and thus would the HTTP overhead be higher. Another point against it is that there are fixed resources required by every container such as a runtime environment and libraries as well as a new load balancer if multiplication is planned. For upcoming refactoring iterations, decoupling of both operations into separate services may be considered.

For a detection engine that has to handle heavy traffic, needs to process HTTP, and should run on limited resources, it might be
a suboptimal choice. Consequently, future detection engine development could further improve execution speed, complexities, and resource usage. In the field of machine learning, there are alternatives such as Python or Julia, which are also popular and proven in large-scale applications.

Yet another aspect concerns the discussion if JavaScript should be used in use cases such as e-mail. The community is divided in that point. If technologies emerge that offer better advantages than Node.js, then a mail server re-implementation could be recommended. For now, it was considered the most efficient framework to develop the artifact.

Concerning future research, the implementation of the detection engine could be improved in order to even better meet the identified requirements of the framework. It would be interesting to know if there is a more efficient method than the currently used one or even a possibility to split the detection engine into different tasks with certain checkpoints. There could also be an extension of the detection engine and the mail extractor to not only check for tracking images, but tracking links in general. Though links involve fewer risks, users may be clicking on tracking links by accident.

A further next step would be the enterprise-grade application of the framework. Gathering data about the framework’s behavior in a non-experimental setting would contribute to future improvements. Real usage data has also a positive effect on adoption by the open source community.

An extension that would foster future privacy research would be the implementation of a proper logging engine for tracking attempts and a sophisticated analytics tool. These two features would be of high value for quantitative research in e-mail tracking. Metrics such as the tracking images’ domains and other characteristics would become analyzable. Also, the resulting database from these two services would be beneficial to the general e-mail research community.

To foster application and future research, we publish the source code of our framework in an open repository GitHub under an open source license [13]. Together with this article, this supports communication, the final step in the formal process of design science research [14].

7. Conclusion

Tracking methods, such as web and e-mail tracking, are popular marketing tools. Data derived from tracking provides valuable information regarding a person’s interests and reception behavior. Modern e-mail tracking methods allow the sender to determine how often an e-mail was opened, the device used to read the e-mail, which links were clicked, and the location and time when the recipient opened an e-mail. While different aspects concerning e-mail tracking have been studied in isolation, a study integrating former efforts in a ready to use countermeasure is still missing. This contribution addresses this gap, by conceptualizing and implementing a novel protection framework against e-mail tracking.

Following the Design Science Research Method, we developed a software being capable to identify tracking images in e-mails via machine learning with very high accuracy and can selectively replace them so that an untracked e-mail is provided for the end user without any manual effort. Our developed detection framework is an enterprise-grade software, flexibly extensible, highly scalable, and ready to be applied in actual production conditions. The experimental evaluation section shows that this is achieved through corresponding choices regarding technologies and the creation of a solid and flexible software design.
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Table 4

<table>
<thead>
<tr>
<th>ID</th>
<th>Requirement</th>
<th>Category</th>
<th>Realization/Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Selective blocking</td>
<td>Concept</td>
<td>Selective blocking is realized by the solution.</td>
</tr>
<tr>
<td>2</td>
<td>Accuracy</td>
<td>Algorithm</td>
<td>Very accurate detection algorithms are used in the detection engine (Section 4.6; [12]).</td>
</tr>
<tr>
<td>3</td>
<td>Universality</td>
<td>Algorithm</td>
<td>Detection engine can classify unknown e-mails (Section 4.6), from different senders and at a different time [12].</td>
</tr>
<tr>
<td>4</td>
<td>Modularity</td>
<td>Architecture</td>
<td>Modular software architecture allows to exchange detection components.</td>
</tr>
<tr>
<td>5</td>
<td>Scalability</td>
<td>Architecture</td>
<td>Software tests demonstrated reasonable performance and scalability of the system.</td>
</tr>
<tr>
<td>6</td>
<td>Coverage of heterogeneous endpoints</td>
<td>Architecture</td>
<td>Central e-mail server (proxy) allows for endpoint coverage irrespectively of e-mail client.</td>
</tr>
</tbody>
</table>